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Enterprise Content Management (ECM): Two unplanned outages totally 29 hours and 51 minutes were recorded in February.  The first outage lasted for 28 hours and impacted a single customer's ability to automate new document creation from faxes.  The customer had a 100% viable manual workaround for importing faxes during troubleshooting and repairs.  The root cause of the issue is that the Perceptive Content email agent (required by customer) is incompatible with open jdk8.  As a temporary fix, java 1.8 was used until an updated version of the email agent was obtained from the vendor.   The second outage lasted one hour and 51 minutes and was the result of an Exadata auditing table hitting an internal threshold used to avoid out of control processes.  The database locked and brought the system down.  The Exadata configuration is owned by the ERP Administration team in EBS under Don Ussery.  Our EBS contact disabled the auditing to avoid the issue moving forward.  The auditing table is an artifact from years past and the value of it is not clear.

Shared Web Hosting: In February, Web Hosting had planned outages totaling 480 minutes and unplanned outages of 56 minutes.  The 56 minutes of unplanned outages were the result of high loads on one virtual server of the nineteen total VMs that make up Web Hosting.  The outage was due to botnet attacks on the WiscWeb service.  The unplanned outages led to degraded response times and increased errors on one VM only.

WiscWeb: In February, WiscWeb experienced slow performance and intermittent outages due to repeated botnet attacks. These issues primarily hit during off-peak hours and typically lasted less than 1 hour in duration. Bots tended to move on relatively quickly after targeted DDOS defense measures were applied. The WiscWeb team has since begun work on a new approach to DDOS defense involving advanced CDN setup in Amazon Web Services. This update is currently underway and should help address threats from repeated botnet attacks by allowing better and more expedient tracking and blocking of unwanted/harmful IPs. Additionally, the team implemented several server-level changes on 3/3/20 to prevent service instability during botnet attacks. This change to CPU auto-scaling parameters has successfully mitigated the ongoing, daily threats and has already positively impacted uptime for all users.
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1) The lower projected cost per contact is likely a combination of several staff vacancies throughout the year combined with efforts to more accurately staff based on demand. We will continue to closely monitor the trajectory. 
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1) Our previous Learn@UW embedded agent was hired but the Learn@UW team, and his vacancy has not been backfilled yet due to operational demands. Our groups are working closely together and will fill the vacancy within 3 months. We anticipate that this will help increase FCRR.

2) BadgIRT, Campus Network, and VoIP are services that have more frequent escalations. We are working on developing processes to analyze large volumes of cases to provide better insights into how we can collaborate with service providers to provide front-line staff with better documentation, tools, or training.
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1) The chatbot automation team continues its efforts to improve customer satisfaction. However, the team's new focus is researching a new chatbot option as we will not renew with Ivy.ai this May.
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*Endpoints Per Technician – A calibration is needed for this metric.  Gartner added printers to their definition of an endpoint for CY20.  Print queues managed by Departmental Support had not been factored into our number.  We need to consider excluding the 5 FTE SEAM employees since they are maintaining high touch PCI and Select Agent hardware.  
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