
DoIT Operations
Monthly Report

June 2020
Published July 15, 2020

Presenter
Presentation Notes
.




DoIT Operations Report
Table of Contents

June 2020

Applications Infrastructure Services      page 1
User Services                                             page 2-8
Enterprise Business Systems                   page 9
Network Services        page 10-12                                    
Systems Engineering & Operations        page 13-19
Academic Technology             page 20-21
Financial Services page 22
Cybersecurity page 23
DoIT Incident Aging Report page 24
Monthly Updates page 25
Technical Notes page 26-28

Presenter
Presentation Notes
.




1 of 28

Presenter
Presentation Notes
API Manager: The vendor for API Manager (WSO2) initiated maintenance that initially took longer than expected and ultimately was fully rolled back to a previous version. During this period, APIs proxied through the API Manager were timing out or experiencing other errors.

Enterprise Content Management (ECM): Some users of the Perceptive Content within the Enterprise Content Management Service (ECMS) experienced longer than usual load times for accessing image documents. In some cases, document views or queries needed to be rerun in order to display information. Technologists monitored the service for just over 12 hours and verified that the service returned to expected functionality. No root cause has yet been determined and the service team continues to maintain a heightened degree of operational attention on service response. Automated response thresholds and warnings have been implemented on the service’s three application servers to assist in future response notifications and data discovery.

WiscWeb: Some WiscWeb site owners/editors experienced issues with the display of their sites on 6/10, which was related to Apache update errors. The issue presented as a "Your connection is not private" message and a small number of users were not able to access their sites for about 30 minutes. On 6/19, a team member made an update that resulted in an unplanned outage for roughly 1 hour in the morning. No customers reported issues during that time. On 6/20, the WiscWeb intranets server (a server that handles only 20 of our 1,500 sites) went down for about an hour in the morning. We’ve recently implemented new alert technology from AWS and hope to continue improving communications with SNCC and our customers when outages occur. 
�
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The Help Desk Average First Contact Resolution Rate is the average resolution rate of all phone cases. The Help Desk YOY First Contact Resolution rate reflects the monthly average for phone cases.  Months with high numbers of cases and high FCRR influence the average overall rate for the year. Total phone cases have been down dramatically in the past 3 months, by comparison to September, October, or January.  Sep, Oct and Jan all saw ~5300 cases each, vs a max of 3361 for April/May/June, with 2728 in May.

Two key drivers for the lower FCRR: 
 
1) Lower staffing levels due to resource (budget and student availability) constraints, especially with more skilled student staff, led to lower FCRRs. HD will adjust staffing levels for July. 
 
2) Traditional support patterns continue to change this summer due to the remote environment. The team continues to change its documentation and core training to focus on campus needs, especially with SOAR.
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There was no Qualtrics Customer Satisfacton survey data for the month of June. 
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By next month, we will have validated our targets and stretch goals.
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Note: The Gartner 2020 Servers/FTE metric has changed to include a number of IT functions that we do not consider "servers," thus significantly inflating the benchmark compared to 2019's Gartner benchmark numbers.  Although the benchmark no longer is relevant to us, we have left it in until we can determine a superior benchmark.
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DPPS Metrics are being re-introduced this June report.  The upper left chart shows the cost and percentage of quality problems leading to re-printing jobs.  Historically the rework percentage is under .1%  The upper right graph represents year over year DPPS revenue.  The Total Jobs graph indicates overall volume of work.  The bottom chart shows the percentage of on-time deliveries of jobs.  Delays are typically caused by customers making changes as they work through the process.

Notes:
- DPPS revenue took a significant hit in the months of March, April, and May.  June bounced back to closer to target due to Smart Restart efforts ramping up on campus.  
- Furloughs and supply chain delays significantly impacted on-time deliveries in May and June.  DPPS is managing expectations related to reduced staffing levels and delays with FedEx, UPS, and USPS.
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