
DoIT Operations
Monthly Report

March 2020
Published April 15, 2020 

Presenter
Presentation Notes
.



DoIT Operations Report
Table of Contents

March 2020

Applications Infrastructure Services      page 1
User Services                                             page 2-9
Enterprise Business Systems                   page 10
Network Services        page 11-13                                    
Systems Engineering & Operations        page 14-19
Academic Technology             page 20-21
Financial Services page 22
Cybersecurity page 23
Monthly Updates page 24
Technical Notes page 25

Presenter
Presentation Notes
.



1 of 25

Presenter
Presentation Notes
Shared Web Hosting: In late February, the Web Hosting VM, AESOP, which hosts about 350 campus websites, experienced slow performance and intermittent outages due to atypical network activity caused by botnet attacks. On March 6, users reported slowness with the service, but the incident did not have the typical volume associated with a DDoS/botnet attack. The most likely cause was that the restrictive parameters set up on Palo Alto to defend against attacks were inadvertently blocking legitimate traffic. After the restrictions were removed, the service was operating as expected by the end of day March 6. The service outage was kept open for five days to actively monitor the service, but no degradation occurred during that time. WiscWeb: WiscWeb continued to experience slow performance and intermittent outages due to repeated botnet attacks until March 3. On that date, the team was able to implement CPU changes in Amazon Web Services that allowed WiscWeb to better-mitigate the ongoing attacks. After that change was made, bots continued to attack throughout the month but service health never dipped below 97.7% and no alerts were triggered (specific to bot attacks). WiscWeb did experience three brief, non-bot related outages on 3/18, 3/19, and 3/21. Each occurred during off-peak hours, typically lasted an average of 30 minutes, and quickly rebounded after a php-fpm restart was automatically triggered. The team is continuing to work on a new approach to DDOS defense involving advanced CDN setup in Amazon Web Services. The first step of this process is to move the service to a new application load balancer (ALB), which is nearly complete. 
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1) Abandonment rate remained near the Gartner benchmark despite a massive spike in volume around mid-March due to COVID-19 response.
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1) Learn@UW rate below 81.5% is not alarming due to the number of services that required escalation, including emails coming from the Provost's office for questions around pedagogy (those were directly escalated to Learn@UW).
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1) Ivy.ai will be decommissioned in May/June and we will revert back to our backup chat client.
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The number of tickets generated for March nearly doubled last year's contacts.  This increase can be attributed to the high number of requests related to telecommuting, as a result of COVID-19. 
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There was an onslaught of Incident Priorities 1&2 requests occurring simultaneously due to the rapid transition to telecommuting, as a result of COVID-19. 



10 of 25



11 of 25



12 of 25



13 of 25



14 of 25



15 of 25



16 of 25



17 of 25



18 of 25



19 of 25



20 of 25

Presenter
Presentation Notes
Continuity of instruction efforts in March have led to large spikes in usage for Kaltura Mediaspace and moderate increases for other services.
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