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API Manager: On May 30th, 2020, the Incommon/Sectigo/AddTrust Certificate Authority chain expired. Most clients were able to use the cross-signed USERTrust root certificate, resulting in the expired AddTrust certificate chain having no noticeable effect. More information on the certificate chain expiring is on Sectigo’s website. One customer reported to the API Manager team that they were unable to validate the certificate chain, requiring a fix to be made in the API Manager. The API Manager team sent the new intermediate and root certs to the vendor (WSO2) and once applied the service returned to full functionality.Enterprise Service Bus (ESB): On May 30th, 2020, the Incommon/Sectigo/AddTrust Certificate Authority chain expired. While most server keystores were updated earlier in the month in advance of the expiration, there was an unknown dependency in Java keystores that required a rebuild in order to use the new certificates. After troubleshooting and applying the fix, the outage was left open until the ESB team could verify full functionality with partners.  �Shared Web Hosting: The Web Hosting service did not experience an outage. Rather, a single site was identified as having malicious code and was taken down as a precautionary measure as part of the process to clean the site. The outage was listed as "Down for maintenance" so as not to alert attackers of the situation. The technical team worked in collaboration with Cybersecurity to remediate the issue.��



2 of 26

Presenter
Presentation Notes
Increased staffing to meet COVID-19 response/end-of-semester demand likely drove both the cost per contact and customer satisfaction above previous levels. We started decreased staffing and decreased hours of operations on 5/25 and anticipate a lower cost per contact in June.
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First contact resolution rate (FCRR) increased April-May. The increase likely stems from improved processes and increased staff familiarity/training for the new online learning and remote work environment. However, the team still needs to improve in those areas which likely explains the decrease in monthly average from FY 19 to FY 20. (E.g. support for online learning/remote work: VPN, Canvas, VoIP, Campus Network).
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Last month we had 13 of our approximately 90 student staff graduate. They were highly trained staff who helped field our more difficult calls. The students who helped fill the gap are not as highly trained, which likely explains the lower rate of first contact resolution for several services. In traditional years we keep several graduating seniors on as TEs to help bridge the gap until we can get staff fully trained to fill in for them over the summer. We had only one TE this summer due to the COVID-19 situation. BadgIRT (Security): While still below the 85% stated goal, we saw an increase from last month's 76%. Some scenarios require customers to contact us after first contact to provide them time to run anti-virus scans or take other security measures. Other cases also require escalation. We will continue trying to improve this number, but 82.5% does not cause immediate concern.Voice Services TAR: Voice Services announced that TAR is being retired and access to the old system ends 6/30/2020. This change led to a spike in calls, and many of them required the knowledge of Voice Services staff. This is not a recurring pattern and we do not anticipate another spike in TAR related contacts. 
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The response time metric is the same regardless of priorities, 1 hour acknowledgement. This metric is for acknowledgement of the issue. We’re working on establishing an additional metric for resolution times dependent on the priority.
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Select Agent environment had VPN issues for approximately 20 hours which only impacted internal technologists, and not end users.
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We are assessing the business processes to learn what is creating aging incidents and why they have not been closed. 
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